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2016 年、DARPA 完全自動サイバー防御競技会 (CGC) で優勝した自律システム「Mayhem」。開
発を率いたカーネギーメロン大学のデビッド・ブラムリー教授は、技術の商業化に挑み、学術界
と産業界の狭間で奮闘してきた。「AI は世界最高のハッカーを打ち負かせるか ?」—CODE BLUE 
2025 の基調講演に登壇した教授は「それは間違った質問だ」と答える。真の問いは「実社会で AI ハッ
キングを信頼できるか」であり、その答えは失敗をどう扱うかにあるという。ソフトウェアセキュリティ
の第一人者が、20 年以上の研究と実践から導き出した、AI が進むべき道とは。

取材・文 = 斉藤 健一／通訳 = エル・ケンタロウ／撮影 = 松沢 雅彦
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	 「AI は世界最高のハッカーを
	 打ち負かせるか？」という問いの意味

斉藤（以下  ）：基調講演を拝見しました。こち
らの理解は断片的なものになりますが、高度なコ
ンピューター科学の話題を、わかりやすく話してく
ださっていたのではないかと思っています。
デイビッド・ブラムリー（以下  ）：「AI は世界最
高のハッカーを打ち負かせるか？」私はこの質問を
よく受けます。講演では、このようにさまざまな形
で注目される複雑な話題を、より簡単に説明した
いと考えています。

 講演では最高のハッカーの 1 人として GeoHot(
ジョージ・ホッツ）氏※ 1 を紹介し、彼のハッキン
グ実績の 1 つとして、初代 iPhone のジェイルブレ
イクを取り上げました。

 初代 iPhone が登場したのは 2007 年のことです。
デバイスとして非常に洗練されていますが、米国で
は通信キャリアが AT&T に限定されていました。当
時の彼は 17 歳。iPhone を使いたいけれどキャリ
アは変更したくない。そこで、彼は iPhone の方を
変えることにしたのです。

 は い。 当 時 のことはよく覚えています。 ジェ
イルブレイクに成 功した 彼 は、自身のブログ や
YouTube などで公表していました。

 GeoHot は状況を逆転させました。ハッカーの
行動をとったのです。彼は、機械の仕様に従うの

ではなく、機械を自分の意図どおりに動かしたので
す。この視点に立つと、「AI は世界最高のハッカー
を打ち負かせるか？」という質問は、私には間違っ
ているように思えるのです。仮に AI が GeoHot を
ハッキングで打ち負かしたとしても、本来の質問は

「実社会で AI によるハッキングを信頼できるか？」
になると思います。

 質問が間違っているというのは興味深い洞察で
す。もう少し具体的に説明いただけますか。

 仮に AI が世界最高のハッカーと同等の能力を
持っていたとしても、40% の確率で誤った情報を
出すとわかっていて、果たしてそれでも信頼できる
か？ という話です。能力は同等かもしれませんが、
AI は頻繁に嘘をつくのです。

 なるほど。より理解しやすくなりました。

	 AI を改善する 3 つのループ

 講演では、ご自身の経験を交えながら、AI を改
善するための方策を示されていました。

 何十年もこれに取り組んできた後、実社会で AI
ハッキングを信頼できるようにするために正しく理
解すべき 3 つの核心があると思います。私はこれ
をループベースの思考と呼んでいます。正しく理解
すべき 3 つのことがあります。

 はい。順に説明をお願いします。
 1 つ目は自律性ループです。AI セキュリティシス

テムの中心となるモデルであり、テスト、失敗、学

●デイビッド・ブラムリー（David Brumley）
Mayhem.Security（ 旧 称：ForAllSecure）CEO、
Bugcrowd チーフ AI・サイエンス・オフィサー、カー
ネギーメロン大学教授を務めるアプリケーション
セキュリティの第一人者。2012 年カーネギーメ
ロン大学の CTF チームである「PPP」のメンバー
らと ForAllSecure を起業。2016 年には、DARPA

（米国国防高等研究計画局）が主催した Cyber 
Grand Challenge で優勝を果たす。次世代の育成
にも情熱を注いでおり、無償のコンピューターセ
キュリティ教育プログラム「picoCTF」を立ち上げ
ている。

※ 1	 GeoHot（ジョージ・ホッツ）:
	 https://ja.wikipedia.org/wiki/%E3%82%B8%E3%83%A7%E3%83%BC%E3%82%B8%E3%83%BB%E3%83%9B%E3%83%83%E3%83%84
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習、再テスト、そしてそれを何度もループして繰り
返すのです。

 2016 年 に DARPA が 主 催 し た Cyber Grand 
Challenge（CGC）※ 2 では、デイビッドさんが率
いるカーネギーメロン大学チームの Mayhem が優
勝を飾りました。講演では、自律性ループの重要
性は、この大会での経験に起因しているとのことで
すが。

 Mayhem が競技で優勝できた決定的な理由は、
攻撃力や防御力ではなく、セキュリティパッチが実
際の運用環境で問題なく機能することを保証する品
質保証能力にありました。場合によっては、ヘタな
セキュリティパッチを当てるよりも、パッチを適用
しない方がよいという判断ができたのです。つまり、
自律的なセキュリティには自律的なテストが不可欠
であり、システムが適切に動作するかという展開の
最大の障壁をクリアしたことが大きな理由になって
いると考えています。

 自律性ループが CGC の勝因にもつながっている
と伺い、とても興味深いと思いました。

 2 つ目が採用ループです。これは、技術を顧客
の実際のニーズと価値観に合わせて調整し、導入
可能にするプロセスです。

 採用ループに関しては、航空宇宙会社での事例
が紹介されていました。

 はい。航空宇宙会社で Mayhem を展開しようと
した時の初期の失敗エピソードです。私たちは顧
客に対して技術主導で適応を要求するなど、セキュ
リティの専門家視点で価値を提案していました。で
すが、実際には、技術の優位性だけでは不十分で、
顧客の声に耳を傾け、顧客の価値基準に合わせて
製品の価値を再定義する柔軟性が採用の成否を分
けるのです。

 セキュリティに限らず、すべての製品・サービス
に通じる話ですね。

 航空宇宙会社の例では、セキュリティを「航空
宇宙会社のアセンブリの 80% のコードをカバー」
と具体的に言及したことがきっかけとなり、両社の
関係が好転しはじめたのです。

 顧客の言語で価値を語ることの重要性ですね。

また、講演では顧客がいる場所で会うことの重要
性にも言及されていました。

 3 つ目は、改善ループです。これは、人間と AI
が意図的な練習を通じて継続的にスキルを向上さ
せる学習サイクルです。意図的な練習には「1. 特
定のスキルに焦点を当てること（明確な学習対象）」

「2. 特定の目標設定（達成すべき具体的なゴール）」
「3. タイムリーなフィードバック（即座の結果確認）」
「4. 繰り返し（反復による定着）」「５. 難易度の段

階的な上昇（より高難易度問題へ）」という 5 つの
要素があります。

 講演でこの部分を聞いていて、まさしく人間の
ハッカーがスキルアップしていく過程と同じだと感
じました。

 そのとおりです。そして、これらの 5 つの要素す
べてを提供する理想的な訓練環境が CTF 競技です。
人間にも AI にも同じ学習フレームワークを適用で
きます。熟達は天才的な指導者からではなく、構
造化された反復練習から生まれるのです。

 AI と CTF の両方に精通しているデイビッドさん
ならではの洞察だと思います。

 今回の講演の根底には「失敗」からどのように
学ぶかというテーマがあります。CGC で Mayhem

※ 2 	Cyber Grand Challenge（CGC）：米国防高等研究計画局（DARPA）が 2016 年に開催した世界初の完全自動サイバー防御競技会。
AI システムが人間の介入なしにソフトウアのぜい弱性を自動検出・修正し、ネットワーク防御能力を競った。

	 https://www.darpa.mil/research/programs/cyber-grand-challenge

CODE BLUE 2025 でのブラムリー氏の講演動画やプレゼンテー
ション資料は、2026 年 1 月以降に公式サイトにアーカイブされ
る予定
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が勝利できたのは、ヘタな修正パッチを当てるより
も修正パッチを適用しない方がよいという判断がで
きたからです。企業への採用では、初期の失敗を
認め、それを乗り越えることが重要でした。また、
CTF においては、失敗を活用して学習することが不
可欠です。

 なるほど。これまで伺った 3 つのループには「失
敗」というキーワードが共通していたのですね。

 実世界で AI ハッキングを信頼するためには、失
敗を可視化し、制御し、私たちの目標と整合させ
る必要があるのです。

	 ソフトウェアのバグをなくすという挑戦

 今回のインタビューにあたって、デイビッドさん
のプロフィールを調べていたのですが、カーネギー
メロン大学の資料に「ソフトウェアのバグをこの世
からなくしていきたい」というビジョンが示されて
いました。これまで伺ってきた講演の話題と重複す
る部分もあるかもしれませんが、この目標に向けて、
どのような道のりを歩んでこられたのでしょうか。

 私たちカーネギーメロン大学の研究チームの目
標は、プログラムのバグを自動的に発見・検証し、
それを世界規模で実現することでした。ただ、研
究を進める中で大きな課題に直面したのです。

 どのような課題だったのですか ?
 バグ発見に関する研究は多数存在しますが、非

常にノイズが多いという問題です。SBOM や静的
解析といった既存ツールでは、誤検出率が約 50%
に達します。つまり、発見されたバグの半分は実
際には問題ではないということです。

 それでは実用性に欠けますね。
 そのとおりです。そこで私たちが立てた中心的

な問いは、「ハッカーのようにバグを発見し、証明
することはできるか ?」でした。ハッカーはエクス
プロイトによってバグの証明を行います。これが、
私たちが数十年にわたって取り組んできたテーマ
なのです。

 なるほど。その研究はどのように進められたの
でしょうか。

 約 10 年間、トップレベルのセキュリティカンファ
レンスで論文を発表し続けてきました。私はそれを

「ギリシャ文字の羅列」と呼んでいます。数式ばか
りで、厳密な科学的手法と大量の実験を行ってい
ました。DARPA CGC で私たちがワクワクしたのは、
純粋に学術的な枠組みを超えて、公正な評価を受
けられるチャンスだったということです。

  CGC での優勝後、そのまま大学に戻って研究
を続けるという選択肢もあったと思いますが。

 まさにそうです。論文を書き続けるという選択肢
もありました。しかし、私がより興味を持ったのは、
研究された技術やスキルをいかに市場に持ってい
くかということでした。

  それは研究者としては大きな転換点ですね。
 日本でもおそらく同様だと思いますが、学会や

学術界で議論される技術的な内容が、結果的に市
場に出ることなく、研究者の中だけで生き続ける
ケースが多くあります。そうではなく、それをいか
に市場に向けて、日々の生活の中に溶け込むよう
な形で紹介できるかということに非常に興味を持っ
たのです。

  研究成果を実社会に届けることへの強い思い
が、Mayhem の商業化につながったわけですね。

 そのとおりです。学術的な厳密性を保ちながら、
実用的な価値を提供する。それが私たちのめざし
た道であり、私の講演の核心でもあります。

ブラムリー氏によれば、Mayhem が CGC で優勝できた理由は、
攻撃力や防御力ではなく、セキュリティパッチを自律的にテス
トする品質管理能力にあったという
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	 学術界と市場の狭間で

  研究内容を市場に持って行ったときの、学術界
での反応はいかがでしたか。技術移転に対して何
か反応などはありましたか。

 学術界は最先端の技術を追求することを重視し
ています。ただ、実用化の課題については「それ
は単なるエンジニアリングの問題だ」と、やや軽く
扱われる傾向があります。

 実用化よりも理論が優先されるということです
ね。

 ただ、これはある意味で自己防衛なのかもしれ
ません。「なぜ実社会で受け入れられないのか」と
いう本質的な問いに向き合うことを避けているよう
に感じます。科学的な内容と同じくらい、この問い
は重要だと思うのです。

  Mayhem が市場での実績を積み重ねる中で、
学術界の見方に変化はありましたか ?

 残念ながら、大きな変化は見られません。学術
界では論文を書くことが評価の中心で、実用化へ
の取り組みが報われにくい構造があります。

 なるほど。評価の仕組みの問題なのですね。
 興味深いのは、産業界にも似た課題があること

です。産業界は「学術界は実践的な問題に向き合っ
ていない」と感じ、学術界は「解決策はあるが、
まだ実装されていないだけだ」と考えています。

  互いに理解が不足しているということでしょう
か。

 両者がもう少し歩み寄れればと思います。学術
界が実装の大切さを認め、産業界が基礎研究の価
値を理解する。そうした相互理解があってこそ、真
の技術革新が生まれると信じています。

	 AI × CC への関与

  AI × CC（AI Cyber Challenge）※ 3 に関わるきっ
かけは何だったのでしょうか ?

  AI × CC は CGC とは異なる課題でしたが、私
たちが CGC で優勝していたこともあり、専門家とし

て招かれました。
 具体的にはどのような役割を担われたのです

か ?
 主にスコアリングシステムの設計を担当しまし

た。AI × CC は防御に特化しており、CGC のよう
に攻撃と防御の全領域を扱うものではありませんで
した。

 スコアリングシステムで特に重視された点は何
でしょうか ?

 重要な課題の 1 つが、パッチの品質評価でした。
コンピューターにぜい弱性のパッチを作成させる
と、オープンソースでは多くの場合、そのパッチが
人間によって却下されます。なぜなら、編集箇所
が多すぎて、変更が大きすぎるからです。

  もう少し具体的に説明いただけますか。
 例えるなら、記者が AI に記事の編集を頼んだ

ら、全文書き直されてしまったようなものです。必
要最小限の修正ではなく、過剰な変更をしてしまう
のです。そこで私たちは、AI を正しい方向に導く
ためのスコアリングアルゴリズムの設計を支援しま
した。

 AI × CC に関わった期間はどれくらいですか ?

実世界で AI のハッキングを信頼するためには、失敗を可視化し、
制御し、私たちの目標と整合させる必要がある、とブラムリー
氏は強調する

※ 3	 AI × CC（AI Cyber Challenge）：DARPA と ARPA-H が主催する、重要インフラやオープンソースソフトウェアを保護する革新的な
AI システム開発競技会。準決勝は 2024 年、2025 年の決勝戦は DEF CON 33 の会場で開催された。

	 https://www.darpa.mil/research/programs/ai-cyber
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 プロジェクト自体が短期集中型で、研究内容が
中心となっています。今回のスコアリングシステム
に関しては、約 1 年間かけて設計しました。

  今回の CODE BLUE ではスペシャルセッションと
して、AIxCC の上位入賞チームのメンバーによる
パネルディスカッションが行われる予定です。どの
ような内容になりそうでしょうか。また、このセッショ
ンが実現した経緯についても教えてください。

 コミュニティが非常に小さく、みんなお互いに知
り合いなので、自然と「一緒にやろう」という話に

なりました。AI × CC の運営として、参加者たちに
スポットライトを当てることは非常に重要だと考え
ています。そうすることで、次世代が育つための道
しるべを示すことができると思っています。

	 Bugcrowd との統合による新たな可能性

 インタビュー の 数日前、Mayhem Security が
Bugcrowd に買収されたというニュースが流れてき
ました。Bugcrowd の一員となることで、これまで
取り組んでこられたことが、どこまで世界を広げる
ことができるのか教えていただけますか。

 今回の Bugcrowd による買収は、私たちにとっ
て非常に魅力的なものでした。その理由は、私た
ちは優れたツールを持っていますが、顧客側には、
それを十分に活用できるほどの成熟度や人財リ
ソースが必ずしもそろっていないという課題があっ
たからです。

 ツールと人財を組み合わせることで、より実践
的なソリューションになるということですね。

 はい。そして重要なのは、私たちは決して AI が
エンジニアやハッカーを置き換えるとは考えていな
いということです。むしろ、優秀なハッカーをより
強力にするための支援ツールとして AI を位置づけ
ています。Bugcrowd との統合により、世界中の
優秀なハッカーたちをサポートできるようになると
考えています。

本日はありがとうございました。

2025 年 11 月、Bugcrowd による Mayhem.Security の買収のニュー
スが報じられた。ニューヨークにあるナスダック本社ビルのディ
スプレイには買収を歓迎するコメントが表示された

（写真提供：デイビッド・ブラムリー氏）
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社会のさまざまな動向を把握し、リスクの変化に対応したセキュリティ体制を構築

	 ランサムウェア事案にみる
	 レジリエンスの重要性

【概要】：2025 年、複数の組織がランサムウェア攻撃を
受け、事業への影響が長期化し、サプライチェーンへ
も波及する事案が相次いだ。被害企業の公表内容から、
従来の侵入防御対策では進化するサイバー攻撃への対
応が困難であることが改めてわかる。そのため、被害
を想定し、影響を最小限に抑え、事業を迅速に回復す
る「レジリエンス」の向上が必要となる。その施策の
1 つとして、BCP の実効性を確認する訓練を実施し、迅
速な事業回復体制を整備しておくことが重要である。

【内容】：多くの組織では、アセスメント、EDR 導入、ペ
ネトレーションテストなどの侵入防御中心の対策を実施
している。しかし、昨今のランサムウェア攻撃事案から、
従来対策では進化するサイバー攻撃への対応が困難で
あることが改めてわかる。当社のインシデント対応サー
ビスで対応した事犯でも同様の状況が見て取れる。
　このような状況において、侵入防御中心の対策だけ
でなく、被害を前提に影響を最小限に抑え、事業を迅
速に回復する能力「レジリエンス」の向上が急務となっ
ている。この「レジリエンス」向上に資する活動として
BCM（事業継続マネジメント）があり、この中で作成す
るのが、いつ、誰が、何を、どうするかを定めた具体
的な計画書である BCP（事業継続計画）である。BCM
の実効性を高めるには、BCP を事前作成することに加え、
BCP を利用した定期的な訓練が必要となる。ランサム
ウェア事犯を想定した訓練としては、経営陣を含む事業
継続を目的とした訓練が考えられる。例えば、ランサム
ウェアの被害によりシステムでの受注・出荷業務ができ
ない場合、応急復旧として手作業で受注・出荷を進め、
サプライチェーンへの影響を軽減する。この応急復旧に

Hitachi Systems 
CSI（Cyber Security Intelligence）Watch 2026.01

は経営陣による判断が必要となる。BCP の実効性を確
認するため、事前に訓練を実施し、迅速な経営判断を
行える体制へと見直すことが重要となる。技術的な訓練
としては、バックアップの正常性確認が重要である。
　バックアップは計画だけでなく、手順の正確性や再
現性を実機で確認しておかないと、実際の場面で失敗
し、システム停止が長期化する可能性がある。特に複
数システムが相互連携する環境では、個々のバックアッ
プが正常に復元できても、データの不整合、旧バージョ
ン依存によるエラー、時刻同期の不一致による認証障
害など、復旧後に問題が生じやすい。さらに、ランサ
ムウェア被害ではバックアップ自体の改ざん・汚染の有
無や、攻撃者による不正プログラムが仕込まれていない
ことを確認する安全性確認も不可欠である。このため、
復旧は本番環境に戻す前に別環境でシステムの安全性
確認を行う必要があり、システム復旧に時間を要する
可能性がある。迅速なシステム復旧には「ゴールデン
イメージ」を準備・定期更新し、データバックアップに
頼らない再構築手段も並行して検討しておく必要がある。
この考え方は、米 CISA（Cybersecurity and Infrastructure 
Security Agency）が公開するランサムウェアガイドにも
記載されている※ 1。

　昨今のランサムウェア事案は、従来の侵入防御中心
の対策だけではサイバー攻撃を完全に防げない現実を
示し、企業が「レジリエンス」を向上する必要性を再認
識させた。「レジリエンス」向上施策の 1 つとして、年
1 回程度、想定シナリオに基づく全社的な訓練・演習を
継続的に実施し、浮き彫りになった課題をもとに BCP を
見直すことが重要となる。また、経営層が訓練に参加す
ることで、インシデント発生時の意思決定者と方法を明
確にしておくことが重要である。加えて、外部の専門機
関との連携方法や広報対応手順を事前に準備すること
で、実際のインシデント発生時の混乱を最小限に抑えら
れる。

文＝日立システムズ

社会のさまざまな動向を把握し、リスクの変化に対応したセキュリティ体制を構築

［情報源］	 ※ 1 https://www.cisa.gov/stopransomware/ransomware-guide

Hitachi Systems 
CSI（Cyber Security Intelligence）Watch 2026.01
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1．はじめに
　本稿は、各種セキュリティツールなどを実践的に紹介する連載企画です。今回より「プロキシサーバー
ログ調査」と題して、プロキシログを収集・分析する方法を整理します。OSS である Squid を用いたプ
ロキシサーバー構築、ログの出力設定から、インシデントの初期対応で求められるアクセスログの分析
のハンズオンまでを順を追って解説します。特に仮想環境（VirtualBox）における実行例も交え、手を動
かしながら理解できる構成とします。

1．環境構築編
2．ログ分析編
3．攻撃兆候検出編

　本稿「プロキシサーバーログ調査  1. 環境構築編」では、プロキシサーバーについての解説を行い、続
編のログ分析に備えて VirtualBox を用いたプロキシサーバー、クライアントの環境構築を行います。
　なお、本稿の安全性には留意していますが、安全を保証するものではありません。OA 端末で実施す
るのではなく、分離された回線内および機器を利用することを推奨します。

セキュリティツールを実践的に紹介する連載企画

Let's try プロキシサーバーログ調査

文＝日立システムズ

1. 環境構築編

2．プロキシサーバーと Squid の概要

　
2.1 プロキシサーバー
プロキシサーバーは情報の受信者と送信者の間で通信を中継するサーバーです。プロキシサー
バーにはフォワードプロキシとリバースプロキシという 2 つの用途があります。
フォワードプロキシとしてのプロキシサーバーは、クライアント（利用者）側のネットワークに
配置されクライアントの代理として外部のサーバーにアクセスを行います。クライアントはプロ
キシサーバーにリクエストを送り、プロキシサーバーが外部の Web サーバーなどへ通信して得
たレスポンスをクライアントに返却します。

図 1 フォワードプロキシの例
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フォワードプロキシにより以下のようなメリットがあります。

・セキュリティ向上：
プロキシサーバーでアクセス制御や有害サイトのブロックを行い、内部ネットワークのクライア
ントを保護できます。また、プロキシ経由に限定しインターネットへの直接のアクセスを防ぐこ
とで、ログ監査が行いやすくなります。

・アクセス速度向上：
一度取得した Web コンテンツをプロキシサーバーがキャッシュすることで、同じデータへの再
アクセス時に高速な応答が可能となり、インターネット回線の帯域節約に寄与します。

・匿名性の確保：
プロキシサーバーを利用することにより、クライアントの IP アドレスが隠ぺいされ、外部には
プロキシサーバーの情報のみが見えるため、クライアントの匿名性が高まります。

リバースプロキシにより以下のようなメリットがあります。
・セキュリティ向上：
インターネットから Web サーバーを隠蔽し、不正アクセスや DDos 攻撃 ( 分散型サービス拒否
攻撃 ) に晒されるリスクが減少します。また、クライアントからリクエストを受け取った際にク
ライアントには元の URL が表示されたまま、バックエンドサーバーには URL を書き換えて送信
することができます (URL リライト )。この仕組みにより、内部構造を秘匿にできます。

・負荷分散：
クライアントからのアクセスを複数のサーバーへ分散させてシステムの安定性とパフォーマンス
を向上させます。

・キャッシュ機能：
Web サーバーからの応答を保存して代理で応答することで、クライアントからの要求への応答
速度の向上および Web サーバーの負荷軽減が図れます。

・SSL 終端：
リバースプロキシで暗号化された HTTPS 通信を復号し、バックエンドとは HTTP 通信を行うこ
とで、バックエンドサーバーの負荷を減らします。

また、プロキシサーバーが配置されている内部ネットワークに攻撃者が侵入した場合、攻撃者が
インターネットへ通信を行う際にはプロキシサーバーを経由する必要があります。そのため、プ
ロキシサーバーのログを調査することで、不審な IP、URL への通信やクラウドサービスへのア
クセスがわかる可能性があります。

図 2 リバースプロキシの例
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3.1 CentOS の準備
今回、検証で利用する CentOS を準備します。

CentOS は、「Vol.50 Let’s try HDD 保全！ 1. 準備編」にて作成していますので、作成済みの方は
そちらをご利用ください（スナップショット機能を活用してください）。
また、はじめて作成する方は、本誌バックナンバー※を参考に CentOS の準備をお願いします。
なお、本稿では、仮想マシン（以下、「VM」）を「proxyserver-CentOS」と呼称します。

※ Vol.50　https://www.hitachi-systems.com/-/media/report/specialist/hj/download/2023_hj50.pdf

3.2  CentOS のネットワーク接続
CentOS のネットワーク接続を確認します。

「設定」→「ネットワーク」→「アダプター１」の割り当てが、「ブリッジアダプター」となって
いることを確認します。

2.2 Squid
プロキシサーバーの実装としては Squid が代表的です。Squid は Linux 上で動作する高性能な
OSS で、フォワードプロキシやリバースプロキシとして利用できます。Squid は HTTP/HTTPS
や FTP などのプロトコルに対応し、きめ細かなアクセス制御（ACL）や豊富なログ機能を備え
ています。企業や組織での Web アクセス管理にも広く使われており、今回の環境構築でもこの
Squid を使用します。

3．準備
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3.3 クローンの作成
プロキシサーバー「proxyserver-CentOS」を基として、クライアント「client-CentOS」を作成
します。「proxyserver-CentOS」のスナップショットを右クリックし、「クローン」を選択します。

再度ログインし、以下のとおりホスト名が変更されていれば完了です。

# hostnamectl set-hostname Proxy
# exit

3.4 ホスト名の設定
2 台の CentOS を利用するにあたり、画面上でどちらの VM を使用しているかを明確にするため
に、ホスト名を変更しておきます。

「proxyserver-CentOS」を起動し次のコマンドを実行します。

クローン作成のナビゲーションが表示されます。名前に「client-CentOS」と入力し、MAC 
Address Policy で「すべてのネットワークアダプターで MAC アドレスを生成」を選択します。
その他は初期値でかまいませんので「次へ」を随時選択しクローンを作成します。

クローン作成後、3.2 と同様の手順で「client-CentOS」のネットワーク設定が「ブリッジアダプ
ター」となっていることを確認します。
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同様に、「client-CentOS」を起動し次のコマンドを実行します。

# hostnamectl set-hostname Client
# exit

再度ログインし、以下のとおりホスト名が変更されていれば完了です。

以降の説明でコマンド操作を示す際は、操作する VM を [VM:Proxy]、[VM:Client] のようにホ
スト名で明示します。

3.5 ネットワーク設定
検証を行うにあたり、IP アドレスの設定および通信テストを行います。
[VM:Proxy,Client] 両方で次のコマンドを実行し、IP アドレスを確認します。

# ip a

以下が実行結果です。

実行結果の中の赤枠の部分が割り当てられている IP アドレスです。
本稿では説明を明確にするために、以下の IP アドレスを追加します。

・プロキシサーバー [VM:Proxy]：192.168.10.100
・クライアント [VM:Client]：192.168.10.101

[VM:Proxy] で次のコマンドを実行し、プロキシサーバー用 VM に IP アドレスを追加します。

# ip addr add 192.168.10.100/24 dev enp0s3
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再度「ip a」コマンドを実行し、以下の出力結果のとおり、IP アドレス 192.168.10.100 が追加さ
れていることを確認します。

[VM:Client] で次のコマンドを実行し、クライアント用 VM に IP アドレスを追加します。

# ip addr add 192.168.10.101/24 dev enp0s3

再度「ip a」コマンドを実行し、以下の出力結果のとおり、IP アドレス 192.168.10.101 が追加さ
れていることを確認します。

「ip addr add」コマンドで追加した IP アドレスは再起動すると元に戻ります。

次に、両方の VM を起動した状態で互いの VM に向けて「ping」を実行し、VM 間の疎通確認を
行います。
[VM:Client] で次のコマンドを実行します。

# ping -c 3 192.168.10.100
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以下のような結果 ( 以下、「正常 ping 応答結果」) が出力されていれば VM 間の通信が正しく行
われています。

次に、両方の VM で「www.google.com」への「ping」を実行し、VM からインターネットへの
疎通確認を行います。
[VM:Proxy、Client] 両方で次のコマンドを実行します。

# ping -c 3 www.google.com

両方の VM で以下のような正常 ping 応答結果が出力されていれば、インターネットへの接続が
正しく行われています。

以上の手順より、プロキシサーバー側の VM とクライアント側の VM が互いに通信でき、かつイ
ンターネットとも通信できる環境の構築が完了しました。

参考：正常 ping 応答結果が出力されなかった場合
原因の切り分けのため、[VM:Proxy、Client] 両方で次のコマンドを実行します。

# ping -c 3 8.8.8.8

・正常 ping 応答結果が出力された場合
IP アドレスを指定したインターネットへの接続は行うことができています。
DNS による名前解決が正しく機能していない可能性が考えられますので、CentOS の DNS 設定
を確認してください。

・正常 ping 応答結果が出力されなかった場合
インターネットへの接続が正しく行われていない可能性があります。
再度、3.2. 節を参照しながら VirtualBox の設定 ( ブリッジアダプター設定等 ) を確認してください。
それでも解決しなかった場合は、ホスト OS( 使用している PC) 自体のネットワーク接続が正常に
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行われていない可能性があるため、Web ブラウザーなどでネットワークに接続できるかを確認
し、接続できない場合はホスト OS 自体のネットワーク設定を行ってください。

　

4. プロキシサーバーの設定

続いて、プロキシサーバー用 VM 上に Squid をインストールし、プロキシサーバーとして利用
できるよう設定を行います。

4.1 Squid のインストールと起動
[VM:Proxy] で次のコマンドを実行し、Squid のパッケージをインストールします。

# yum -y install squid

インストールが成功すると、Squid の実行ファイルや設定ファイルがシステムに展開されます。
続いて、[VM:Proxy] で次のコマンドを実行し、Squid サービスを起動します。

# systemctl start squid

また、[VM:Proxy] で次のコマンドを実行し、Squid サービスの自動起動設定を行います。

# systemctl enable squid

以下のような実行結果となります。

[VM:Proxy] で次のコマンドを実行し、Squid のサービスの状態を確認します。

# systemctl status squid

以下の出力結果の中で、赤枠の箇所が起動状態、黄枠の箇所が自動起動設定状態を表します。そ
れぞれ、起動状態が「active (running)」であれば Squid が起動しており、自動起動設定状態が

「enabled」であれば自動起動設定が有効になっています。



18

　
4.2 ポート開放
CentOS Stream 9 では「firewalld」( ファイアウォールサービス ) がデフォルトで有効になってい
ます。
Squid は標準では TCP 3128 番ポートで待ち受けを行うため、クライアントからプロキシサーバー
に接続できるよう 3128 番ポートを明示的に開放する必要があります。

[VM:Proxy] で次の 2 つのコマンドを実行し、3128 番ポートへのアクセスを許可するルールを追
加します。

# firewall-cmd --add-port=3128/tcp --permanent
# firewall-cmd --reload

各「firewall-cmd」コマンド実行後に「success」と出力されれば、設定が正常に反映されています。

[VM:Proxy] で次のコマンドを実行し、現在の zone(public) に開放されているポートの一覧を確
認します。

# firewall-cmd --list-ports

以下のように「3128/tcp」という表示が確認できれば、3128 番ポートの開放は完了です。

参考：firewalld における zone
「firewalld」には「zone」という概念があり、ネットワークインターフェイスごとに異なるセキュ

リティポリシーを適用できます。
例えば、同じサーバーに複数のネットワークアダプター（LAN 用 , 管理用など）が存在する場合、
それぞれに異なる zone(public,internal,trusted 等 ) を割り当てることで、通信の許可範囲を柔軟
に制御できます。
zone の設定ミスに起因したトラブルを防ぐためにも、「firewall-cmd --get-active-zones」などの
コマンドを利用し、意図した zone にインターフェイスが正しく割り当てられているかを確認す
ることが重要です。
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5. クライアントの設定および疎通確認

環境構築の仕上げとして、クライアントがプロキシサーバー経由で通信を行うよう設定を行い、
プロキシサーバー経由での Web サイト接続を試みます。

クライアント側のプロキシ設定
現在の環境ではクライアントからプロキシサーバーを経由せずに外部に HTTP/HTTPS 通信ができ
てしまうため、クライアント側のファイアウォール ( 以下、「FW」) 設定によりプロキシ必須の
環境を構築します。「firewalld」において OUTPUT 通信を制御する際は、ダイレクトルールで設
定を行います。
[VM:Client] で次の 6 つのコマンドを実行し、ダイレクトルール設定の追加および反映を行います。

# firewall-cmd --permanent --direct --add-rule ipv4 filter OUTPUT 0 -m 
conntrack
 --ctstate ESTABLISHED,RELATED -j ACCEPT
# firewall-cmd --permanent --direct --add-rule ipv4 filter OUTPUT 0 -o lo 
-j ACCEPT
# firewall-cmd --permanent --direct --add-rule ipv4 filter OUTPUT 0 -p tcp 
-d 192.168.10.100 --dport 3128 -j ACCEPT
# firewall-cmd --permanent --direct --add-rule ipv4 filter OUTPUT 1 -p tcp 
--dport 80 -j REJECT
# firewall-cmd --permanent --direct --add-rule ipv4 filter OUTPUT 1 -p tcp 
--dport 443 -j REJECT
# firewall-cmd --reload

各「firewall-cmd」コマンド実行後に「success」と出力されれば、設定が正常に反映されています。
[VM:Client] で次のコマンドを実行し、ダイレクトルール設定を確認します。

# firewall-cmd --direct --get-all-rules

以下の結果が出力されていれば、クライアントはプロキシサーバーを経由しない限り外部への
HTTP/HTTPS 通信ができない設定となっています。

[VM:Client] で次のコマンドを実行し、Google サイトへの疎通確認を行います。

# curl --noproxy “*” www.google.com --head
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以下のように、「接続がタイムアウトしました」または「Connection refused」と表示されていれば、
プロキシサーバー経由でない通信を正常に FW で拒否することができています。

次に、クライアントからプロキシを利用するために、環境変数「http_proxy」の設定を行います。
[VM:Client] で次のコマンドを実行します。

# export http_proxy=http://192.168.10.100:3128

「192.168.10.100:3128」の部分は、プロキシサーバーの IP アドレスと待ち受けポート番号です。
本環境変数を設定することで、curl、yum などのコマンドや、プロキシ対応のアプリケーション
において自動的に指定のプロキシ経由で通信を行うようになります。なお、本設定は現在のシェ
ルセッションに対してのみ有効な設定となります。

5.2 プロキシ経由での通信テスト
実際にクライアントから外部サイトへアクセスし、プロキシ経由で通信が行われるかを確認しま
す。
[VM:Client] で次のコマンドを実行し、Google サイトの HTTP ヘッダー情報を取得します。

# curl www.google.com --head

以下のように、HTTP レスポンスヘッダーの中に「HTTP/1.1 200 OK」「Via: 1.1 Proxy」と表示さ
れていれば、プロキシサーバー経由で Google サイトへ接続できています。

～～中略～～

不要なポートはセキュリティ上開放しておくべきでないため、プロキシを長期間使用しない場合
には、待ち受けとして設定した TCP 3128 番ポートを閉じることを推奨します。
[VM:Proxy] で次の 2 つのコマンドを実行します。

# firewall-cmd --remove-port=3128/tcp
# firewall-cmd --reload

各「firewall-cmd」コマンド実行後に「success」と出力されれば、設定が正常に反映されています。
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[VM:Proxy] で次のコマンドを実行し、現在の zone(public) に開放されているポートの一覧を確
認します。

# firewall-cmd --list-port

以下のように出力結果に「3128/tcp」という表示がなければ、3128 番ポートが閉じられています。

以上でプロキシサーバー利用環境の構築は完了となります。
続編に備えて、両方の VM のスナップショットを作成しておきましょう。

6．おわりに
　今回はここまでとなります。
　「1. 環境構築編」ではプロキシログを調査する前段階として、プロキシサーバーの構築手順を取り上げ
ました。
　今回、構築した環境では、「/var/log/squid/access.log」にプロキシアクセスログが記録されます。続
編では、このログを用いてアクセス履歴を分析します。




